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Impacting the performances?

~N

How to decrease the energy consumption without

J

 How to monitor and to analyze the usage and energy
consumption of large scale platforms?

 How to apply energy leverages (large scale coordinated
shutdown/slowdown) ?

 How to design energy aware software frameworks ?

 How to help users to express theirs Green concerns and
to express tradeoffs between performance and energy
efficiency ?



The Green Grid5000

Energy sensors

6 or 48 ports, communication via serial port
Deployed on three sites of Grid’5000
Library for interfacing with energy sensors

Client-side applications to obtain and store the energy
consumption data
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File View Help

= Overall energy consumption

= Monitored nodes

Statistics:

Number of measurements: 276
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1.58 Refresh Interval: 1 second
Sith Time Frame: 00:01:00
I Average consumption: 149.52W

0.79 Amount Spent: 0.18 Euros
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Electrical consumption / Usage

Energy Consumption in KWh per Day

Periodicity of energy
measurements:

One measurement per
second for each
equipment

Resource Utilisation According to Reservation Log)
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Power Consumed by a Node During an Interactive Reservation
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A.6 Challenge

Exploring energy aspects at large scale

2 focus :

« Applications deployed on real physical resources

« Applications and services deployed on virtualized
resources

Providing feedback on large scale applications
Extending the Green Grid5000

Analyzing energy usage of large scale
applications per components

Designing energy proportional frameworks
(computing, memory or network usage)




Hemera 15t year

“Energy profiing and green leverages for
services and applications iIn large scale
distributed systems”

Joint Phd (INRIA RESO — IRIT)

Study and Design of benchmarks for service and
HPC oriented

Inject energy in SLAS
Exploring autonomous learning modules « try &
X
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observe & react »
Study of energy leverages




Impact on Grid5000 / links

Large scale energy monitoring platforms —
Green POP - Grid5000 development team /

metrology

Links with Interface Action on energy profiling on
production infrastructures / European COST

action

Looking for applications

Questions ?

GO Green Renewable strategies for a sustainable academic career
. Switch to
Recycle (ideas Reduce your . Eat local.
4 l: ) On-lab Footprint. Alternative \r,

Fuel Sources.
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